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The availability of automated decision aids can sometimes feed into the general hu-
man tendency to travel the road of least cognitive effort. Is this tendency toward “au-
tomation bias” (the use of automation as a heuristic replacement for vigilant informa-
tion seeking and processing) ameliorated when more than one decision maker is
monitoring system events? This study examined automation bias in two-person crews
versus solo performers under varying instruction conditions. Training that focused on
automation bias and associated errors successfully reduced commission, but not
omission, errors. Teams and solo performers were equally likely to fail to respond to
system irregularities or events when automated devices failed to indicate them, and to
incorrectly follow automated directives when they contradicted other system infor-
mation.
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A series of recent studies has identified two classes of errors that commonly emerge
in highly automated decision environments: (a) omission errors, defined as failures
to respond to system irregularities or events when automated devices fail to detect
or indicate them, and (b) commission errors, which occur when people incorrectly
follow an automated directive or recommendation, without verifying it against
other available information or in spite of contradictions from other sources of infor-
mation (e.g., Mosier, Skitka, Heers, & Burdick, 1997, 1998; Mosier, Skitka, &
Korte, 1994; Skitka, Mosier, & Burdick, 1996). These errors are hypothesized to be
a consequence of “automation bias,” the use of automation as a heuristic replace-
ment for vigilant information seeking and processing. Errors related to automation
bias have been documented in Aviation Safety Reporting System reports (Mosier,
Skitka, & Korte, 1994) and in laboratory studies using professional pilots as well as
students (Mosier et al., 1997; Skitka et al., 1996). In all of the events documented,
information necessary to avoid the errors was available to the decision maker but
was either not identified or not checked.

Many characteristics of automation are supportive of, if not conducive to, its
use as a heuristic. In “glass cockpit” aircraft, automated systems are highly reliable
and accurate, qualities that encourage their use as a short cut in performing tasks
and making decisions (see Mosier et al., 1998). Additionally, many features of
highly automated aircraft discourage vigilant monitoring of system functioning
and cross-checking of information. Sarter and Woods (1997), for example, re-
cently documented problems in adequately monitoring automation, including a
tendency of some pilots to focus solely on the primary flight display for informa-
tion rather than scanning a wider array of instruments. Adequate monitoring is hin-
dered by the “fragmentation of feedback,” that is, the fact that relevant information
is distributed more widely among cockpit indicators than in conventional aircraft,
making the traditional scan pattern insufficient. In addition, monitoring is hin-
dered by the confusion between displays of “commanded” versus “actual” flight
configurations. Poor feedback also results in mode confusion or the belief that the
aircraft is in one automated configuration (mode) rather than another, which could
be another prelude to error (e.g., Woods & Sarter, 1998).

Virtually all of the research to date has examined the emergence of automation
bias in the context of a single decision maker working in isolation. Across studies,
this research reveals that participants working alone (and regardless of whether
they are pilots or students) make errors of omission and commission on more than
half the occasions in which they have an opportunity to do so. In most highly auto-
mated environments, however, more than one person is available to perform tasks
and monitor systems. What remains an unanswered question is whether a second
crewmember can act as a guard against automation bias.

At first glance, it would seem that omission and commission errors would be
less likely in a two- than a one-person crew. When two people are monitoring sys-
tem events, it would seem to double the chances that they would detect a system
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anomaly, even if it were not detected by an automated decision aid. Indeed, many
cockpit procedures are created on this premise. Moreover, doubling the number of
people would also seem to enhance the probability that at least one of them will no-
tice if the automated decision aid gives a recommendation that is inconsistent with
other system indexes.

However, research suggests that even if a second person does not increase the
odds of detecting more events, his or her mere presence may have an impact on
a given operator’s behavior.Social facilitation is defined as improvements in
performance produced by the mere presence of others, whether these others are
an audience or co-actors (Allport, 1920; Triplett, 1898). For example, Allport
(1920) asked participants to write down as many word associations as they could
think of for different words. Using the same participants in an alone versus
with-others condition, he found that 93% of the participants could generate more
alternative meanings in the presence of others. Similar effects emerged with ani-
mal studies involving feeding behavior and mazes; animals performed these
tasks faster in the presence of other animals than when alone (Chen, 1937; Gates
& Allee, 1933; Ross & Ross, 1949). Although most research reveals facilitating
effects for the presence of others on measures of performance (e.g., Allport,
1920), some research has revealed that the presence of others can also lead to
decreased performance, especially on unfamiliar or complex tasks (e.g., Pessin,
1933).

Zajonc offered a solution to this seeming inconsistency with a drive theory of
social facilitation (Zajonc, 1965). According to drive theory, the presence of oth-
ers has a nondirectional effect on people’s behavior. The nondirectional compo-
nent implies that the presence of others does not influencewhat type of behavior
people engage in (e.g., performance enhancing or debilitating behavior), only
that people’s motivation, or drive, to behave in a particular way will be en-
hanced in the presence of others. Situational cues direct what people do, and so-
cial facilitation intensifies this response. Social facilitation may therefore lead to
an increase or decrease in performance, depending on what the dominant re-
sponse is in the social context. Individuals, then, are more likely to emit domi-
nant responses in the presence of others than when alone, and performance is
either enhanced or impaired depending on the match of the dominant response to
the performance being measured (for reviews, see Geen, 1989; Geen & Gange,
1977). Assuming that vigilant performance is a dominant response for profes-
sional pilots, the presence of a second crewmember should heighten vigilance
and improve performance.

However, there is also some evidence that indicates that having another deci-
sion maker or system monitor will lead to increased performance. The presence of
other people is often found to be distracting to performance (Sanders & Baron,
1975). In addition, there is considerable evidence that increasing the number of
people responsible for a task leads to social loafing, or the tendency of individuals
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to exert less effort when participating as a member of a group than when alone
(Ingham, Levinger, Graves, & Peckham, 1974; Williams, Harkins, & Latané,
1981; for reviews, see Karau & Williams, 1993; Karau, Williams, & Kipling,
1995). Most directly relevant to the goals of this study was research that indicated
that social loafing is not restricted to simple motor tasks but also applies to cogni-
tive tasks. Harkins and Szymanski (1989) found that people working in three-per-
son groups generated only 75% as many uses for a common object as they did
when working alone. These same groups also made more than twice as many er-
rors on a vigilance task of detecting brief flashes on a computer screen than they
did when working alone.

Sharing responsibility for system monitoring tasks and decision making with
a computer may have psychological parallels to sharing tasks with humans.
Given that people treat computers that share task responsibilities as a “team
member” and show many of the same in-group favoritism effects for computers
that they show with people (Nass, Fogg, & Moon, 1996), it may not be surpris-
ing to find that diffusion of responsibility and social loafing effects (or social fa-
cilitation) might also emerge in human–computer or human–automation
interaction. To the extent that task responsibilities are shared with computerized
or automated decision aids, people may well diffuse responsibility for those
tasks to those aids and feel less compelled to put forth a strong individual effort.
Adding another crewmember to the mix may therefore act to continue to dilute
both crewmembers’ sense of primary responsibility for system monitoring, in
addition to the dilution already created by sharing these responsibilities with au-
tomated monitoring aids.

The goal of this article was not to test these social psychological theories, per
se, but was instead to use social psychological theorizing and research as a
source of ideas for why or why not the presence of a second crewmember might
help guard against automation bias. Just as theories from cognitive psychology
and ergonomics can inform display design, social psychological theories can
help inform how we should design the human side of work environments, train-
ing, and procedures.

This study was therefore designed to explicitly compare performance across
one- and two-person crews to determine whether the presence of another person
either reduced, increased, or had no impact on the tendency to make omission and
commission errors in automated contexts. If attending to system states, utilizing all
information, and responding correctly to system events are dominant responses in
the kinds of domains we have been studying, we should expect that the presence of
a second crewmember will decrease errors by increasing each one’s motivation to
maintain vigilance with respect to automated systems. If, on the other hand, the use
of automation as a heuristic is the dominant response, we might expect automation
bias and associated errors to be facilitated in a crew setting and exacerbated by the
tendency toward social loafing.
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In addition to exploring the impact of the number of crewmembers, this study
also investigated the efficacy of several possible interventions. It was hypothe-
sized that training participants to explicitly verify automated functions and direc-
tives against other available sources of system information could reduce errors.
Therefore, in addition to a control condition that involved system training and in-
structions, another condition instructed participants that they must verify auto-
mated directives as part of task procedures. Finally, to address the question of
whether training participants specifically about the tendency of people toward au-
tomation bias and the need to guard against errors of commission and omission
would ameliorate these errors, a third training condition was included that explic-
itly informed participants about these errors and how they could be prevented (e.g.,
through monitoring system states even when not prompted to do so by the automa-
tion and by verifying automated functions and directives). Finally, we explored
whether a system display enhancement might help guard against automation-re-
lated errors and particularly commission errors by including a display prompt,
“VERIFY,” with each automated action.

PARTICIPANTS

One-hundred forty-four students from a large Midwestern university received par-
tial course credit for their participation in the study, yielding 48 two-person crews
and 48 one-person crews.

OVERVIEW

Participants performed monitoring and tracking tasks in a low-fidelity, computer-
ized flight simulation program. Participants did these tasks under conditions that
varied as a function of (a) “crew,” that is, whether they worked alone or with an-
other person (two levels); (b) one of three levels of training (training that instructed
participants that theycouldverify automated directives, training that emphasized
that theymustverify automated directives, or training that included instruction
about errors people tend to make in automated contexts and how they can be
avoided, as well as instructions that they could verify automated directives); and (c)
whether participants received a prompt to verify automated directives each time
they received a directive or were not prompted to verify. In sum, the study repre-
sented a 2 × 3 × 2(Crew × Training × Prompt to Verify) three-way between-sub-
jects experimental design. The dependent variables of interest were the number of
omission and commission errors participants made across these conditions. An Au-
tomated Monitoring Aid (AMA) detected and announced all but 6 of 100 events
that required responses, creating six opportunities for participants to make omis-
sion errors (i.e., failing to detect an event if not explicitly prompted about it by the
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AMA). Similarly, the AMA gave an inappropriate directive six times (e.g., indicat-
ing that a gauge was in a red zone when in fact it was not), providing six opportuni-
ties for commission errors (i.e., following an AMA directive even when other in-
dexes indicated that the directive was not appropriate). Therefore, the actual
reliability of the AMA was 88%.

TASKS

Participants’ primary task was to complete four flights or trials using the Work-
load/PerformANcE Simulation software (W/PANES) developed at NASA Ames
Research Center (NASA Ames Research Center, 1989). This program presents
participants with a set of tasks designed to simulate the types of monitoring and
tracking tasks involved in flying commercial aircraft. Participants were exposed to
four quadrants of information using a 486/33 Personal Computer, and 14-in. color
monitor (see Figure 1).

The Tracking Task

Participants used a two-axis joystick to keep their own-ship symbol (the circle with
lines through it in the top right quadrant of Figure 1) aligned with a moving circular
target by following the motion of the target circle with the joystick, compensating
for movements away from the center in heading (horizontal) and altitude (vertical).
This task ran continuously throughout each of the four trials and required the great-
est consistent attention from the participant.

Waypoints

In addition to maintaining tracking performance, participants were also required
to monitor their position on a map (the lower right quadrant of Figure 1). A pink
square representing own-ship traveled from left to right across the map. Red and
blue triangles on the map represented waypoints. Participants were trained to
push a button each time the own-ship symbol passed one of these waypoints
(presumably to simulate radioing their location to a communications tower).
Specifically, when the bottom-right corner of the pink square touched the top of
the triangle, the participant either pushed the beta frequency button (if the trian-
gle was blue) or the alpha frequency button (if the triangle was red). Response
buttons were labeled with red or blue dots to facilitate correct responses. There
were four waypoints on each trial. The layout of the map and the location of the
waypoints varied across the four trials.
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Gauge Events

The lower-left quadrant displayed four analog slide-rule gauges that were used for a
gauge monitoring task. Each gauge had an upper and lower red zone. When any
gauge went into a red zone (Gauge indicators moved continuously, but stayed
within the normal range the vast proportion of the time.), participants were in-
structed to press the gauge’s corresponding button on their response box; if all three
gauges went into a red zone at the same time, participants were trained to push a
“gauge reset” button. Gauges were programmed to return to a “safe” value after 10
sec in the red zone if no button was pressed (i.e., if the participant missed an event).
There were 17 single gauge events and four reset events for each trial. The timing
and order of gauge events were randomized across the four trials.

Automated Monitoring Aid

The top-left quadrant contained AMA announcements. The AMA notified par-
ticipants of events, and recommended specific courses of action. Participants
were told that the AMA was highly reliable but was not 100% accurate in de-
tecting when they needed to respond to waypoints or to gauge events (i.e., it
might fail to notify them of critical events or could give inappropriate action di-
rectives). It was emphasized that the participant’s job was to perform correctly
and accurately and that the information presented to them by their gauges and
maps would always be 100% accurate.

Across the four trials, there were six omission and six commission error oppor-
tunities. Specifically, the AMA failed to prompt the participant about an event on
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six occasions (creating opportunities for omission errors) and gave inappropriate
directives on six occasions (creating opportunities for commission errors). The
AMA therefore had an actual reliability of 88% across all trials.

One- Versus Two-Person Crews

In the one-person crew, the pilot alone was responsible for all the W/PANES
tasks. In two-person crews, 1 participant was randomly assigned to the pilot role
and the other to the role of copilot. Pilots and copilots were instructed on all
tasks and were told that they were both responsible for monitoring W/PANES
system events. The pilot was responsible for actually doing the tracking task and
for making all button pushes in response to events. Copilots were given a set of
75 two-digit multiplication problems that they were told were being used to sim-
ulate the nonflight responsibilities of copilots (e.g., navigation and communica-
tion) and were trained that their responsibilities were to assist the pilot with
monitoring W/PANES for system events and to also accurately complete as
many math problems as possible.

Procedure

Participants were recruited to participate either singly or in pairs and were in-
structed on the W/PANES tasks. All participants were told that the AMA was not
100% accurate, whereas the gauges and waypoint events depicted on the screen
were always reliable and accurate. Participants were told that they were responsible
for responding correctly, regardless of whether they were correctly prompted by
the AMA to respond or if the AMA gave an inappropriate recommendation.

In the normal training condition, participants were told that theycouldcheck
the appropriate indicators to verify the directives provided by the AMA. In the ver-
ification training condition, participants were told theymustverify all directives
issued by the AMA by checking the various primary indicators (e.g., the map or
the gauges). In the automation bias training condition, participants were told that
there was a tendency in decision makers to use automated aids when they have
them, as a substitute for vigilant monitoring and cross-checking of information,
and that these kinds of decision aids can lead to two specific kinds of errors. Omis-
sion errors were explained as failures to respond to events when not explicitly
prompted about the event by the AMA. Commission errors were explained as re-
sulting from failing to verify AMA directives and the tendency to follow AMA
recommendations even when the gauges or waypoints indicated that the AMA is
not correct. As in the verification training condition, participants in the automation
bias condition were instructed to verify all directives.
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After verbal instructions and a demonstration of W/PANES, participants were
given a 5-min practice session. For the experimental sessions, half of the partici-
pants received AMA directives that included a verification prompt. Specifically,
the word “Verify” was added to any directives they received from the AMA. The
other half of the participants received no prompt to verify the AMA directives. Or-
der of trial blocks was balanced to control for possible order effects.

RESULTS

Omission Errors

Descriptively,51%of theparticipantsmadeoneormoreomissionerrors,andalmost
30%madethreeormore.Onaverage,participantsmade1.85omissionerrorsoutofa
total of six possible errors (SD= 1.81), regardless of experimental condition.

To what extent did having a second crewmember, training, or prompts to verify
influence the number of omission errors participants made on the W/PANES task?
A 2 × 3 × 2(Crew × Training × Verify Prompt) between-subjects analysis of vari-
ance revealed no significant effects of these variables on the number of omission
errors. Because the lack of statistically reliable effects could be due to the fact that
sample sizes were relatively low per cell (minimumn = 8 per cell), effect sizes
were also calculated. The effect size for the crew and prompt main effects and the
crew by training interaction were all <.001, suggesting that even if sample size was
increased, no effects for these variables would be detected. The training main ef-
fect, and Crew × Prompt, Training × Prompt, and Crew × Training × Prompt inter-
actions all had effect sizes <.03. Other analysis calculated the necessary sample
size per cell that would be needed to have an 80% chance of detecting an effect of
this size (see Keppel, 1991, p. 77). The results of this analysis indicated that it
would take another 104 participants per cell to have the statistical power to detect
effects of this size. In short, to the extent that crew (one- or two-person), training,
or prompts affected the tendency to make omission errors, these effects are ex-
tremely small and probably of no practical use as interventions.

Commission Errors

On average, participants made 3.25 commission errors out of a possible 6 (SD=
1.88), and almost 80% made 2 or more commission errors. An examination of the
number of commission errors as a function of crew size, prompts to verify, training,
and trial order indicated that only training affected the number of commission er-
rors participants made,F(2, 84) = 3.64,p < .05,ω2 = 08. In other words, 8% of the
variance in commission errors could be accounted for by the training manipulation
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(an effect size that Cohen, 1977, would categorize as above a medium effect size).
Tukey tests indicated that the group that was explicitly trained about automation
bias and resultant omission and commission errors made fewer commission errors
(M = 2.59,SD= 1.72) than either the could-verify training group (M = 3.84,SD=
1.61) or the must-verify group (M = 3.31,SD= 2.12).

No other effects reached traditional significance levels. The crew and prompt
main effects, and Crew × Prompt, and Crew × Training × Prompt interactions each
had effect sizes <.01. The Crew × Training interaction had an effect size ofω2 =
.03, and the Training × Prompt interaction had an effect size ofω2 = 04. However,
similar to the analysis conducted with respect to omission errors, analysis indi-
cated that it would take increasing the sample size per cell by at least 100 for these
effects to have an 80% chance of being detected. In short, even if the additional
data were collected and these effects were found to be statistically significant, they
would not be very practically meaningful as interventions because their effects are
so very modest in size.

In sum, training about the problem of automation-related omission and com-
mission errors helped reduce the number of commission errors made. However,
explicit training to verify automated directives, having a second crewmember to
help monitor system events, or being prompted to verify automated directives had
no impact on the number of errors people made.

DISCUSSION

This study explored the extent to which automation bias remains a pervasive prob-
lem even (a) in the context of a two-person crew, (b) when participants were given
explicit training about automation bias as a potential problem, (c) when participants
were explicitly trained to verify automated directives, and (d) when participants
were prompted to verify automated directives. Results revealed that none of these
variables had an impact on the number of omission errors made, and only training
affected participants’ tendencies to make commission errors. Participants who
were explicitly trained about the phenomena of automation bias were less likely to
make commission errors than those who did not receive training about automation
bias.

Perhaps the most important finding of this study is that the presence of a second
crewmember did not guard against the phenomena of automation bias. Having a
second person to monitor system events did not decrease the tendency of people to
miss events if not specifically prompted by an automated decision aid that they
were happening, and it did not increase the likelihood that they verified automated
directives against other available information before responding to system events.
It is important to note that having a second crewmember also did not increase peo-
ple’s tendencies to make omission or commission errors. Therefore, the results did
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not support the notion that automation bias represents a “dominant” response in
highly automated decision-making contexts. According to Zajonc’s (1965) drive
theory, if automation bias was in fact a dominant response, then people should
show higher rates of omission and commission errors in two- than one-person
crews. In contrast, if responding in a highly vigilant and situationally aware man-
ner was a dominant response in these settings, then we should have observed lower
rates of omission and commission errors in two- than in one-person crews. Results
indicated that error rates remained the same, regardless of the number of people
monitoring system states.

These results suggest at least two possible interpretations that require attention
in future research: (a) Social facilitation does not influence behavior in highly au-
tomated settings, or (b) there may be important individual differences in “domi-
nant responses” or decision-making styles in highly automated settings. The first
explanation seems unlikely given that Harkins and Szymanski (1989) found that
people made twice as many errors in a computerized vigilance task when working
with others than when working alone. The individual difference explanation sug-
gests instead that some people may be more prone to be naturally vigilant and oth-
ers more prone to be “cognitive misers” (Fiske & Taylor, 1994). When in the
presence of others, these dominant response styles or patterns might be enhanced
but could cancel each other out when averaged across individual differences in
dominant orientation. Future research could explore a broader consideration of in-
dividual differences as they relate to both monitoring behavior and the presence of
a second crewmember.

The most encouraging result of this study was the fact that participants who
were made explicitly aware of automation bias were less likely to make one class
of errors (i.e., commission errors). One possible implication of this result is that
early instruction on automation bias (i.e., before individuals have much experience
with highly reliable automated systems) may be effective in instilling the practice
of seeking verification information that confirms automated recommendations be-
fore taking action.

Although this study is limited by the fact that a student sample was used, previ-
ous research has found that omission and commission error rates are quite constant
across student and professional pilot samples (Mosier & Skitka, 1996; Mosier et
al., 1997, 1998). Other studies have found some main effect differences in automa-
tion use between student samples and professional pilots (i.e., pilots tend to rely on
automation more than students in part task simulations) but no differences in over-
all usage patterns across automation failures (Riley, 1996). Riley, Lyall, and
Wiener (1993) also found that pilots were more likely than students to inappropri-
ately rely on an automated aid for a computer-game task after it had just failed,
suggesting that habitual use may “bias their use of automation in a way that may be
counterproductive” (p. 24). Given that we know that lay people and professional
pilots have the same baseline tendencies toward making at least omission and
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commission errors (even if there are differences in overall preference for using au-
tomation as Riley, 1996, reports), using student samples to test different strategies
that could be used to ameliorate these tendencies allowed us to build a sufficient
sample size to be confident in the validity of our results. Current research is repli-
cating this study using a pilot sample to more conclusively establish whether the
presence of another person might ameliorate the tendency to make errors of omis-
sion and commission in actual aviation settings.

Taken together, these results suggest that early training about automation bias
may be a valuable avenue to pursue to prevent problems of commission errors in
glass-cockpit decision-making settings. In addition, the pattern of findings ob-
served here hint that further exploration of individual differences in baseline pro-
pensities toward cognitive vigilance versus miserliness might be warranted.
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